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Course Objective(s) 
The student will evaluate the principles of the machine learning approach. to design and implement 
various data mining algorithms. 
 
 
Course Topics 
 

No. TITLE HOURS 
1. Introduction to Knowledge Discovery in Databases (KDD) and Data Mining 8.0 
2. Data Mining Architecture 12.0 
3. Data Mining Process 18.0 
4. Evaluation  14.0 
5. Data Mining Application  12.0 
  ______ 
  64.0 
   
 Practical Activities 0.0 
   
  64.0 
   
   
   

 
 



 
 
 

 
1. Introduction to Knowledge Discovery in Databases (KDD) and Data Mining 

 
Objective:  The student will understand the importance of data mining within the process of 
knowledge discovery in data. 
knowledge in data. 
Content: 
 1.1 Architecture of the Knowledge Discovery Process in Database (KDD). 

1.1.1 Understanding the Business Domain. 
1.1.2 Identification of Relevant Data. 
1.1.3 Data Cleaning. 
1.1.4 Data Transformation. 
1.1.5 Identification of Data Mining Tasks. 
1.1.6 Implementation of Data Mining Algorithms. 
1.1.7 Interpretation and Evaluation of Data. 

 
 1.2 The role of Data Mining within KDD. 
 
 

2. Data Mining Architecture  
 

Objective:  The student will interpret the general architecture of the data mining process by 
analyzing its elements. 
 
Content: 
2.1 Repositories.   
2.2 Data Servers. 
2.3 Knowledge Database. 
2.4 Data Mining Process. 
2.5 Evaluation. 

 
3. Data Mining Process 

 
Objective:  The student will select appropriate models, methods and algorithms for data mining. 
Content: 
3.1 Supervised and Unsupervised Learning. 
3.2 Predictive Models. 
3.3 Descriptive Models. 
3.4 Data Mining Methods and Algorithms. 

3.4.1 Classification. 
3.4.2 Regression. 
3.4.3 Clustering. 
3.4.4 Summarization. 
3.4.5 Dependency Models, Correlation. 
3.4.6 Association Rules. 
3.4.7 Detection of Changes and Deviations. 



 
3.5 Data Mining Process. 

3.5.1 Identify the Predictive or Descriptive Model. 
3.5.2 Identify the Method. 
3.5.3 Identify the Algorithm. 
3.5.4 Generate the Model. 
3.5.5 Validate the Model. 
3.5.6 Improve the Model. 

 
 
4. Evaluation 

 
Objective:  The student will identify which evaluation method to use in a particular problem and 
how it works in order to establish a comparison between them. 
Content: 

4.1 Training and Verification. 
4.2 Performance Prediction. 
4.3 Cross-validation. 
4.4 Comparison of Data Mining Schemes. 
4.5 Probability Prediction. 
4.6 Cost Estimation. 
4.7 Numerical Prediction Evaluation. 
4.8 The Principle of Minimum Length Description (MLD). 
4.9 Application of MLD to Clustering. 

 
 
5. Application in Data Mining 

 
Objective:  The student will identify which evaluation method to use in a particular problem and 
how it works in order to establish a comparison between them. 
Content: 

5.1 Rudimentary Rule Inference. 
5.2 Statistical Modeling. 
5.3 Decision Tree Construction. 
5.4 Coverage Algorithms: Construction Rules. 
5.5 Association Rules. 
5.6 Linear Models. 
5.7 Occurrence-Based Learning. 
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